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Abstract. In this paper, I discuss the testing of the Arabic Metaphor Corpus (AMC) [1] using newly designed automatic tools for sentiment classification for AMC
based on semantic tags. The tool incorporates semantic emotional tags for sentiment classification. I evaluate the tool using standard methods, which are F-score, recall,
and precision. The method is to show the impact of Arabic online metaphors on sentiment through the newly designed tools. To the best of our knowledge, this is the
first approach to conduct sentiment classification for Arabic metaphors using semantic tags to find the impact of the metaphor.
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1 Introduction

To the best of our knowledge, there are no existing tools specifically developed for Arabic metaphor identification in the context of sentiment
analysis. Identifying Arabic metaphors requires pre-annotated data, and in the absence of pre-annotation, a substantial corpus of Arabic
metaphors would be necessary to train advanced machine learning algorithms for automatic identification. So, I am using the Arabic Metaphor
Corpus (AMC) [1].

In terms of the Arabic metaphor, the very recent study conducted for Arabic metaphor identification with pre-annotated data without
integrating sentiment classification is [2]. [2] conducted a binary classification for metaphor identification with no sentiment following a certain
method used to adapt the LSTM (Long-Short Term Memory) method of identification. This method is accurate for the Libyan dialect for
poems, which could be not applicable for the online Arabic metaphor that has a different structure. However, our method is to eliminate
human intervention for annotation to identify sentiment with metaphor (AMC) using the Arabic Semantic Tagger [9] 1.1.

The reliable existing lexicon resources, annotated corpora and algorithms devised for English facilitate the process of metaphor identifica-
tion, such as BNC [3] British National Corpus ,WordNet [4], VerbNet [5] and TreeBank [6]. As an example of the existing algorithms, Word
Sense Disambiguation (WSD) contributes to identifying sentiment and metaphor in English in [7], but although WSD has many applications
for Arabic, it has none for metaphor [8].

In this paper, I present the first Arabic sentiment classification with metaphor and semantic information.
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1.1 The Arabic metaphor Corpus

The Arabic Metaphor Corpus (AMC) consists of 1,000 Arabic book reviews that have been manually annotated for metaphor terms, sentiment
analysis, and gold standards. The sentiment annotations encompass both the overall sentiment of each review and the sentiment specific to
the identified metaphors. In addition, the corpus includes automatically generated semantic annotations derived from the Arabic Semantic
Tagger (AraSAS) [9]. The AMC dataset is available in Excel format and can be accessed publicly via the following link: AMC.

1.2 Arabic Semantic Tagger (AraSAS)

AraSAS is an online tool developed for annotating Arabic text with semantic tags [9]. This tool provides a user-friendly interface that supports
Arabic text input, with a processing capacity of up to 100,000 words. Users can choose from three tagging formats: horizontal, vertical, and
XML. The tool tags the input text based on a predefined set of subcategories, which are outlined in the input guidelines available at AraSAS.
However, it does not support the annotation of certain special characters, such as the asterisk (*).

In terms of sentiment classification, AraSAS assigns positive sentiment to tags marked with (+), (++), and (+++), and negative sentiment
to tags with (-), (–), and (—). The number of signs indicates the degree of intensity within the sentiment, but the tool does not provide
explicit sentiment strength classifications. Importantly, AraSAS does not have built-in functionality to classify the overall sentiment of the
tagged text.

For the purposes of this study, AraSAS was utilized to annotate the reviews within the AMC. Due to the tool’s limitation of processing
a maximum of 100 reviews at a time, the AMC was divided into batches of 100 reviews each. These batches were stored in Excel files and
processed independently. To prevent erroneous segmentation of text, punctuation marks such as full stops and exclamation marks, which
AraSAS treats as line breaks, were substituted with English letters prior to annotation.

2 Experiment

This section is divided into multiple steps: starting with the two tools for sentiment classification in regard to the metaphor section only and
in regard to the review as well as considering the annotation for metaphor. Then the tool optimized to classify the sentiment to cover all
semantic tags. Mean the optimization steps will be discussed to show the different results of the classification by observing the classification
of each stage.

2.1 Sentiment classification tool without metaphor for overall sentiment

The function written to classify the sentiment was based on the semantically tagged ACM dataset. The tagged dataset was turned into a data
frame using Python. The function was used to classify sentiment by counting the number of positive and negative emotional tags (E tags
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only). Each review was subjected to this function to calculate the sentiment score. The sentiment score and the polarity were regarded as a
dictionary and served as an argument to the count function, which were the emotional tags without any sign of polarity.

The function was designed to not calculate the neutral E-tags in order to avoid the redundancy of counting similar tags. For example,
if E1 is added to the list, the counter regards E1 and E1+ as a redundancy or as the same. In addition, there were sentences in which the
numbers of negative and positive tags were equal, and in some reviews,the numbers of neutral, positive, and negative tags were all equal. This
means that the review had the same amount of polarities. For example, when the emotional tags counted as positive, negative, and neutral
were equal, the neutral ones were removed to avoid any complications because my aim was to test the differences between the methods and
to test the AMC using this method. I therefore deleted the neutral tags from the list of emotional tags so that only the negative and positive
tags were defined beforehand. I will evaluate these methods further in the Conclusion chapter as suggestions for further research, because for
better sentiment classification in regards to metaphor, all the polarity signs should be considered in the classification.

The calculation of the sentiment score was based on a set of conditions after linking the emotional tag with the polarity. So for a positive
emotional tag (item) from the pre-defined list, I added 0.5 to the count, and the opposite for the negative emotional tags, by subtracting 0.5.
For a double positive E++ the function adds 1 to the count, and for double negative signs (–) the function subtracts 1 from the count. For
triple positive emotional tags (E+++) the function adds 1.5, and for triple negatives (E—) it subtracts 1.5. These operations were carried out
for each review, and in this way the summation of the sentiment score was calculated. Finally, sentiment was classified based on the sentiment
score. If the sentiment score is greater than zero, the polarity is positive; if it is less than zero, the polarity is negative. Otherwise, the polarity
is neutral.

Fig. 1. Sentiment classification using AraSAS
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Fig. 2. Sentiment classification using AraSAS
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Fig. 3. Sentiment detection tool
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2.2 sentiment classification tool considering metaphor

In this method, for calculating the sentiment score for a review, a score of 2 is added to the sentiment score if the polarity is positive and
subtracted 2 if it is negative. If it is neutral or null, return the sentiment score of zero. I regarded this as metaphor sentiment classification
with a semantic tagger as it followed the AraSAS [9] sentiment score tagging.

The flow chart in Figure 3 shows the initial framework designed to classify sentiment using the tagged data from the Arabic semantic
tagger. The flow chart explains the code that performs the overall sentiment classification. As previously explained, the E-tag was the main
tag for tagging emotion in the semantic tagger.

Another program was designed to detect review sentiment based on the sentiment score given by the manual annotation for each review.
The classification was based on the sentiment score.

As has already been discussed, the classification could be more precise if it is performed based on the numbers and types of the polarity
sign for the E-tags. For example, before assigning a sentiment score to an E-tag, all E-tags with each polarity sign could be counted and the
total could be assessed against a set of conditions in order to detect the overall polarity. Then the sentiment score can be assigned based on
the labelled data. This means that if the polarity is negative, the sentiment will be -1, if it is positive 1 and if it is neutral 0. However, this
method did not consider the degree of the positivity and negativity for each tag, which I considered in our classification in the suggestion. Due
to the cases which I encountered during the classification, such as the equality of the E-tags and polarity signs, the work needs to be adapted
to fit all cases and the metaphor detection, which would have exceeded the time frame set for this project. The sentiment classification was
therefore implemented using the sentiment scores only.

Fig. 4. Sentiment classification and sentiment score for metaphor
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Fig. 5. Metaphor sentiment classification tool
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3 Evaluation

In this section, I assess the methods for identifying the sentiment of reviews in regard to metaphor using semantic information. The performances
of these methods were assessed using the standard measurements of precision, recall and F-score. The calculation of statistics was done
automatically using a Python code shown in Figure ??. The classification results obtained by the methods were assessed using the Python
code with equations 3, 1 and 2. Then the F-score was used to evaluate the performances of the methods.

Precision =
Truepositive

Truepositive+ Falsepositive
(1)

Recall =
Truepositive

Truepositive+ Falsenegative
(2)

F − Score =
2 ∗ precision ∗ recall
precision+ recall

(3)

The Arabic semantic tagger is not designed to identify sentiment. So I designed a program to classify sentiment based on basic sentiment
represented by the emotional tags. The following methods are for sentiment annotation in regard to metaphors which was used to analyze the
performance of each model based on the automatic tools explained above. The formulas 12 are not applied manually to the multi-class recall
and precision calculation. The annotation data cases from each model have to be extracted to calculate the recall and precision automatically.
In detail, the cases of the methods from the gold standard and one of the models had to be extracted prior to the calculation. For example,
by counting the number of negative agreements between the gold standard and one of the models, and repeat it for all classes. Then the
equations 1 and 2 were applied to the extracted tables for the methods. In addition, the calculation for the precision, recall and F-score are
applied for all other categories of reviews. For example, the recall and the precision will be applied to all the positive review categories for the
all methods.

Each method discussed below has the table containing the sentiment classification method and the method name. The sentiment classifi-
cation methods have the review category and number of reviews. The review category has the reviews lengths ranges. The number of reviews
column has the count number of the reviews for the correspond category. In addition, to the method name contains the calculations numbers
of the standard equations 3, 1 and 2.

3.1 Sentiment classification tool without metaphor for overall sentiment

This method was explained in detail above. Here, I shall explain the evaluation method and the resulting table to analyze the method’s
performance based on the F-score. The gold standard was used to compare and measure the performances of the other methods. A fifth
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Sentiment classification
Sentence sentiment classification

based on gold standard

Review categories Num. of revi. Precision Recall F-score

All reviews 1000 0.641 0.487 0.526

Positive reviews 702 0.831 0.520 0.640

Negative reviews 171 0.263 0.626 0.370

Neutral reviews 127 0.097 0.118 0.107

>=1000 tks 5 0.000 0.000 0.000

999 tks ∼500 tks 32 0.686 0.375 0.447

499 tks ∼100 tks 268 0.617 0.369 0.426

99 tks ∼90 tks 24 0.747 0.500 0.549

79 tks ∼70 tks 30 0.783 0.633 0.660

69 tks ∼60 tks 31 0.882 0.452 0.582

59 tks ∼50 tks 57 0.651 0.456 0.512

49 tks ∼40 tks 53 0.548 0.472 0.473

39 tks ∼30 tks 70 0.679 0.500 0.548

29 tks ∼20 tks 99 0.620 0.556 0.577

19 tks ∼10 tks 149 0.599 0.557 0.568

9 tks ∼5 tks 90 0.689 0.600 0.621

4 tks ∼1 tks 63 0.744 0.603 0.661
Table 1. GS annotation method measurement

column was added to the csv table and the Python code was used to evaluate the other method. The gold standard column acted as a
sentiment score according to a set of conditions by using equations to calculate the standard measurement.

The highest F-score for this method was found to be 0.661, which was also the same as was found for the review category of between 1
and 4 tokens. The annotation for this category showed the highest scores for the two methods, which indicates that the sentiment scores for
the short metaphor reviews were same as the gold standard rather than the long reviews. The highest F-scores means that the annotation
was close to the gold standard annotation whereas the lowest F-score was 0.0 for the less than or equal to 1000 tokens category.

3.2 sentiment classification tool considering metaphor

This method was divided into two steps: the first to detect the sentiment based on the semantically tagged AMC and the second to convert
the GS for the metaphor sentiment annotation into a sentiment score. The first step had to meet a set of conditions and functions in order
to classify the sentiment (see Figure 1 and Figure 2. This method is a combination of the semantic tagger and the metaphor. The metaphor

International Journal on Cybernetics & Informatics (IJCI) Vol.14, No.2, April 2025

203



Sentiment classification
Sent. senti. classification based on both

semantic tags and
metaphor senti. Info.

Review categories Num. of rev. Precision Recall F-score

All reviews 1000 0.564 0.305 0.351

Positive reviews 702 0.735 0.285 0.411

Negative reviews 171 0.190 0.281 0.226

Neutral reviews 127 0.120 0.449 0.189

>=1000 tks 5 1.000 0.200 0.333

999 tks ∼500 tks 32 0.637 0.500 0.526

499 tks ∼100 tks 268 0.554 0.354 0.415

99 tks ∼90 tks 24 0.582 0.458 0.502

79 tks ∼70 tks 30 0.580 0.467 0.513

69 tks ∼60 tks 31 0.729 0.355 0.437

59 tks ∼50 tks 57 0.529 0.298 0.326

49 tks ∼40 tks 53 0.577 0.340 0.359

39 tks ∼30 tks 70 0.601 0.243 0.332

29 tks ∼20 tks 99 0.561 0.323 0.359

19 tks ∼10 tks 149 0.599 0.275 0.271

9 tks ∼5 tks 90 0.414 0.144 0.099

4 tks ∼1 tks 63 0.878 0.159 0.170
Table 2. Semantic tagger annotation method measurement with metaphor

function 4 provided the sentiment score annotation from the AraSAS, which has sentiment scores calculated based on the semantic tags
polarity scores. The polarity scores were specified on the semantic tagger’s sub-categories.

For the GS of sentiment metaphor method evaluation 4, the precision, recall, and F-score were automatically calculated using the metaphor
gold standard annotation with the sentiment classification using the Arabic semantic tagger.

In this method, the metaphor sentiment in the function is to be represented as text and the sentiment score as number parameters. The
sentiment as a text parameter meets a set of conditions after assigning the sentiment with the sentiment score. The function’s algorithm
adds 2 if the sentiment is positive and subtracts 2 if it is negative. The function consists of a series of condition statements, but it classifies
metaphor sentiment based only on the metaphor gold standard annotation and not on detecting the metaphors in the text. There was no
metaphor detection. After the classification, the new classification column was added to the classification table. The table below shows the
values calculated from the standard measurements, which are precision, recall and F-score for all categories. This method has lower F-scores
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than the other methods. The evaluation was done automatically using the Python code. The highest F-score was 0.52 for between 500 and
999 tokens and the lowest was 0.09 for the category between 5 and 9 tokens in the reviews. These F-score results are logical as the metaphor
annotations were compared with the overall sentiment gold standard during the calculations, which were completely different types of text.

4 F-scores Comparison

The table shows the highest F-scores for each category extracted from the evaluation tables for the two tools. The table contains the categories
of each review length extracted from the first table during the evaluation as I found the review length affects the sentiment classification.
In addition, there are two columns of the highest F-scores of each category for the two tools. The last column contains the highest F-scores
between the two tools for each category.

The highest F-score is 0.9 from the second tool for the review length between 5 and 1; this result confirms that the tool predicts accurately
with a few number of words/tokens. In addition, the lowest F-score has 0.33 for the tokens above or equal to 1000, which means the tool’s
prediction is not highly accurate with the high number of tokens.

This means that the sentiment with metaphor is affected by the other factors mentioned in the review, which need further development
for tools that contain more features to capture other aspects of the text with metaphor.
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Compare the F-scores of the Two Tools

Categories F-score for first tool F-score for the 2nd tool
Highest F-score
for each category

All reviews 0.3510625 0.70831217 0.70831217

Negative reviews 0.22641509 0.59166667 0.59166667

Neutral reviews 0.18936877 0.17708333 0.18936877

<10 tokens and >=5 tokens 0.09908113 0.81952828 0.81952828

<100 tokens and >=90 tokens 0.50169221 0.70714286 0.70714286

<1000 tokens and >=500 tokens 0.52604908 0.61724624 0.61724624

<20 tokens and >=10 tokens 0.27081778 0.7734014 0.7734014

<30 tokens and >=20 tokens 0.35871212 0.72564525 0.72564525

<40 tokens and >=30 tokens 0.33173353 0.68374172 0.68374172

<5 tokens and >=1 tokens 0.1704478 0.95825325 0.95825325

<50 tokens and >=40 tokens 0.35893024 0.69212357 0.69212357

<500 tokens and >=100 tokens 0.41484196 0.59772096 0.59772096

<60 tokens and >=50 tokens 0.32623225 0.67541087 0.67541087

<70 tokens and >=60 tokens 0.4365268 0.79286205 0.79286205

<80 tokens and >=70 tokens 0.51313131 0.7047619 0.7047619

>=1000 tokens 0.33333333 0.33333333 0.33333333

Positive reviews 0.41067762 0.83283133 0.83283133

5 Conclusion

In this paper, I discussed the newly designed two Arabic sentiment tools for metaphor (AMC)[1] using semantic information. Those two tools
are promising for Arabic sentiment classification with metaphor using the semantic information. The semantic tags can be used to even test
the existence of metaphor, which is an alternative solution for pre-annotation data for Arabic metaphor detection.

The tools were evaluated using the standard measurements, which are precision, recall and F-score. At the end, I discussed the impact of
metaphor on sentiment by comparing the F-scores of the two tools. The impact was discussed through the distinctive F-score results of the
two tools. In addition, the review lengths were discussed as another factor affecting the sentiment classification for metaphor.
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